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Abstract|
In this paper, we present performance results from CTH,

a family of codes developed at Sandia National Laborato-
ries for modeling complex multi-dimensional, multi-material
problems characterized by large deformations and/or strong
shocks. We compare results from the 400-node Computa-
tional Plant (CplantTM) Linux cluster to performance ob-
tained on traditional supercomputing platforms: Intel Ter-
aFLOPS, IBM SP-2, and a cluster of Digital Equipment
Corporation 8400 servers. We provide an overview of the
CplantTM platform and system software environment, and
discuss the characteristics of the machine that inuence per-
formance and scalability of the application.

I. Introduction

Parallel computing platforms composed of commodity
personal computers (PC's) have become an attractive alter-
native to traditional supercomputing platforms. Recently,
procurements for small- and medium-sized parallel comput-
ers have been bid on, and in some cases have been awarded
to, commodity-based PC clusters. PC clusters with 32 and
64 nodes have become commonplace additions to many sci-
enti�c computing sites. For many applications, these small-
scale PC clusters are able to compete and even surpass the
performance of large traditional commodity parallel ma-
chines.
In spite of this success, few results on large-scale clus-

ters with hundreds of nodes have been published. Tradi-
tional large parallel computing platforms have bene�ted
from many years of research, development, and experience
dedicated to improving their scalability and performance.
PC clusters are only now starting to receive this kind of at-
tention. In order for clusters of PC's to compete with tra-
ditional large-scale platforms, this type of knowledge and
experience will be crucial as larger clusters are built.
The goal of the Computational Plant (CplantTM) [1]

project at Sandia National Laboratories is to provide a
large-scale, massively parallel computing resource com-
posed of commodity-based PC's that not only meets the
level of compute performance required by Sandia's key ap-
plications, but that also meets the levels of usability and
reliability of past traditional large-scale parallel machines.
CplantTM is a continuation of our research into system
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software for massively parallel computing on distributed-
memory message-passing machines. We are transitioning
our scalable system software architecture that was devel-
oped for large-scale massively parallel processing machines
to clusters of PC's. In this paper, we compare the perfor-
mance and scalability of one of Sandia's key applications
on CplantTM to other traditional parallel computing plat-
forms.

The following section describes the di�erent platforms
utilized in this study. In section III, we describe the ap-
plication suite used for comparison. Section IV presents
a comparison of the performance of the application suite
on the platforms and an analysis of the factors that inu-
enced performance and scalability. We conclude in Section
V with a summary of results, and describe our plans for
future work in Section VI.

II. Platforms

The following section describes the hardware and soft-
ware components of the four di�erent platforms involved
in this study.

A. Computational Plant

The software and hardware architecture of CplantTM is
modeled after the Intel TeraFLOPS (TFLOPS) machine,
described below. The compute nodes of TFLOPS run a
lightweight kernel designed and developed by Sandia and
the University of New Mexico [2]. Our experience with
the poor performance and scalability of full-featured UNIX
kernels on MPP's, such as OSF on the Intel Paragon, mo-
tivated much of the research that led to this lightweight
kernel. Fundamental to the CplantTM project is the ability
to acquire the latest commodity hardware that occupies the
\sweet spot" of the price/performance curve, and make it
available to users. The time required to port and maintain
a lightweight kernel on successive generations of hardware,
BIOS's, and PCI chipsets makes this impossible. With
Linux, we hope to leverage its portability and open source
model. Linux allows us to have an operating system that
runs well on the very latest commodity hardware, and the
source code availability allows us to manipulate the stan-
dard kernel. We hope to be able to create a Linux-based
kernel that exhibits the characteristics of past lightweight
kernels and overcomes the scalability and performance lim-
itations of previous full-featured UNIX operating systems.

The CplantTM runtime environment is based on a mes-
sage passing layer called Portals, which is an important
component of the TFLOPS lightweight kernel. All of the
system software in the runtime environment uses Portals
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for message passing. See [1] for a description of Portals
and the components of the scalable runtime environment.
By implementing Portals in Linux, we were able to re-use
much of the code that had been developed for the Paragon
and TFLOPS. The MPI implementation for CplantTM uses
Portals as the underlying transport layer.

There are several methods of doing disk I/O available on
CplantTM. A parallel application is launched from the ser-
vice partition into the compute partition using a command
called yod. The yod process works with an allocator pro-
cess and a compute node manager processes to distribute
the user's executable and environment to all of the nodes
in the parallel job. Once the application has started on all
of the nodes, the yod process acts as a proxy for all stan-
dard I/O functions, including �le I/O. The standard I/O
library is replaced by a library that turns I/O calls into
a remote procedure call to the yod process. This strategy
allows for all printouts from the compute node processes to
be displayed by the yod process, and makes any �le system
visible to the yod process visible to the compute node pro-
cesses. However, this many-to-one strategy also creates a
bottleneck that signi�cantly reduces disk I/O performance.

CplantTM also supports parallel independent disk I/O
operations, through a daemon process called an fyod, or
�le yod. Each node in the CplantTM disk I/O partition
runs an fyod server that writes to a local RAID. A com-
pute node process that opens a �le in the fyod namespace
will communicate directly with a speci�c fyod for disk I/O
operations. fyod processes essentially perform the same
disk I/O operations as a yod process, only they are persis-
tent daemons and may service more than one application
simultaneously. Compute node processes are assigned fyod
servers in a round-robin fashion. This mechanism allows
a many-to-many mapping of compute node processes to
disk I/O servers. However, each process must manipulate
a single independent �le. This method for parallel I/O was
used on Sandia's large Intel Paragon and is also used with
Intel's Parallel File System on TFLOPS.

CplantTM also supports a global parallel �le system for
disk I/O operations through an ENFS �le system. As with
fyod, a small set of service nodes are usurped by a special
daemon. The collection of I/O nodes are symmetric in na-
ture, and each compute node binds to an ENFS I/O node
at boot. The binding is done in a round-robin fashion in
to attempt to spread the load evenly. Each client may use
only one server, but many cooperating clients will, typi-
cally, use all available I/O nodes when attempting parallel
operations. The ENFS-based �le system does not main-
tain coherency, nor does it support locking. Instead, the
protocol has been extended inside the system to support
application control of data caches. Externally, only nor-
mal NFS calls are used. The performance gain comes from
the ability to have a very large number of transactions si-
multaneously in ight against the external server. Each
compute node may open the same �le and coordinate its
own access, or separate �les may be utilized, as CTH does,
or some combination of the two. Measured performance re-
mains the same, as available bandwidth is a global resource

in ENFS.
In the Fall of 1998, Digital Equipment Corporation

(DEC), currently Compaq Computer Corporation, in-
stalled a 400-node cluster at Sandia. Each compute node in
this cluster is composed of a 500 MHz Alpha 21164 proces-
sor, a 2 MB level-3 cache, and 192 MB of main memory. In
addition, each compute node has a 32-bit 33 MHz Myrinet
[3] LANai 4 network interface card. These machines are
connected via a 16-port Myrinet SAN/LAN switches in a
modi�ed hypercube topology.
This machine has a theoretical compute performance

peak of 400 GigaFLOPS (GFLOPS). It achieved 125.2
GFLOPS on the LINPACK [4] benchmark running on 350
nodes, which would place it at number 71 on the November
1999 list of the Top 500 fastest computers in the world [5]
had the results been submitted.

B. TFLOPS

TFLOPS [6] is the Department of Energy's (DOE) Accel-
erated Strategic Computing Initiative (ASCI) Option Red
machine. Installed at Sandia in the Spring of 1997, it is the
culmination of more than ten years of research and develop-
ment in massively parallel distributed-memory computing
by both Intel and Sandia.
TFLOPS is composed of more than nine thousand 300

MHz Pentium II Xeon processors connected by a network
capable of delivering 400 MB/s unidirectional communi-
cation bandwidth. Each compute node contains two pro-
cessors and 256 MB of main memory. The the nodes are
arranged in a 38x32x2 mesh topology providing 51.2 GB/s
of bisection bandwidth. Each compute node has a network
interface chip that resides on the memory bus, allowing for
low-latency access to all of physical memory. Parallel I/O
on TFLOPS is provided via Intel's Parallel File System.
The theoretical peak compute performance of this ma-

chine is 3.2 TFLOPS. It has achieved 2.37 TFLOPS on the
LINPACK benchmark, and has held the number one spot
on the Top 500 list since June of 1997.

C. IBM SP-2

The IBM SP-2 used in this comparison is part of the
DOE's ASCI Blue/Paci�c machine installed at Lawrence
Livermore National Laboratory. The particular machine
we used is composed of 320 4-processor compute nodes,
each with a 332 MHz PowerPC 60-4e, for a total of 1280
CPU's. Each node has 1.5 GB of main memory, and is
connected to a network capable of delivering 150 MB/s to
other nodes. Parallel I/O on this machine is provided via
IBM's General Parallel File System.
The entire ASCI Blue/Paci�c machine has a theoretical

compute performance of 3.8 TFLOPS. It has achieved 2.1
TFLOPS on the LINPACK benchmark, and is in second
place on the November 1999 Top 500 list.

D. DEC 8400 Cluster

The �nal machine used in this study is a cluster of 7 DEC
model 8400 servers. Each server contains 12 622 MHz Al-
pha 21164 processors, 4 GB of main memory, and 2 GB
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of local disk. The servers are networked using a 32-bit 33
MHz Memory Channel II interface connected to 4 Mem-
ory Channel II hubs. In additional to local disk, access to
other �le systems is provided via NFS. For runs of CTH
on this platform, the local disk was used. The theoret-
ical peak compute performance of this machine is 104.5
GFLOPS, and it has achieved 30.9 GFLOPS on the LIN-
PACK benchmark.

III. CTH

The CTH [7] family of codes developed at Sandia models
complex multi-dimensional, multi-material problems char-
acterized by large deformations and/or strong shocks. It
uses a two-step, second-order accurate �nite-di�erence Eu-
lerian solution algorithm to solve the mass, momentum,
and energy conservation equations. CTH has material
models for equations of state, strength, fracture, porosity,
and high explosives. The classes of problems that can be
analyzed with CTH include impact, penetration and per-
foration, shock compression, and high explosive initiation
and detonation phenomena. The production CTH software
family runs on a variety of computing platforms, from low-
end PC's to high-end massively parallel supercomputers.
It is used extensively within both the Department of De-
fense and the Department of Energy laboratory complexes
for studying armor/anti-armor interactions, warhead de-
sign, high explosive initiation physics, and weapons safety
issues. CTH is a sophisticated analysis tool that can sup-
plement testing in some situations and complement it in
all situations.
The message passing version of CTH was developed

based on the single program multiple data (SPMD) com-
puting technique. The same executable image is running
on each computational node, but each executable is work-
ing with a data set unique to the local node. It uses do-
main decomposition where the entire problem is divided
up into subdomains that reside on the individual computa-
tional nodes. Communication between nodes is handled
by the employment of ghost cells and explicit messages
that are passed between nodes. The ghost cells allow the
�nite-di�erence equations to be independent of edges and
corners. For an external boundary, the ghost cell data is
based on the selected boundary condition approximation.
For an internal boundary, the ghost cells contain real data
acquired via messages from neighboring nodes.
Two codes from the CTH family were used for this study,

CTHGEN and CTH. These two codes are both required
for all simulations. A setup run of CTHGEN must precede
the CTH calculation. CTHGEN is used to build a time-
zero representation of the problem speci�cations, map the
problem space onto each node, assign material properties,
and create the initial data set, called a restart �le, on a
persistent storage device for CTH to start with later. Each
node involved in a CTHGEN run should have a restart �le
written when the run completes. In a CTHGEN run, data
broadcasting is the main type of message passing and there
is very little computing involved.
The work performed by CTH includes reading the ini-
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Fig. 1. CTHGEN Time

tial restart �les from CTHGEN, simulating the shock wave
physics, and writing calculated results to restart, his-
tory and/or visualization �les. During a CTH run, many
nearest-neighbor communications and a few global mini-
mization routines are called at each time step, or compu-
tational cycle. However, most of the time taken by CTH is
spent on solving �nite di�erence algorithms of partial dif-
ferential equations. Due to the large amount of data gener-
ated during the calculation that must be stored in restart
and/or visualization �les, eÆcient disk I/O is critical to
good performance.

To assess the I/O performance and CTH scalability on
CplantTM, a three-dimensional simulated problem was de-
signed. This problem has moving materials �lling the entire
computational mesh throughout the simulation time, so
load balancing problems are not evident. A series of CTH
calculations with di�erent problem sizes was performed on
di�erent number of nodes, ranging from 1 to 256 nodes.
For each calculation, the problem size was scaled such that
the total number of computational cells allocated on each
node and the resolution of the problem always remained
the same, independent of the number of nodes. Each cal-
culation was repeated a few times so that the average per-
formance index was as objective as possible.

IV. Results

Figure 1 shows the computation time, including message-
passing, taken for a run of CTHGEN on the di�erent plat-
forms. This measurement does not include time taken
to perform the writing of restart �les. CTHGEN on 256
CplantTM nodes takes 188.5 seconds, while the two ASCI
platforms take approximately 50 seconds. Since CTHGEN
is mainly broadcasting data, the slower performance of
CplantTM can be attributed to its slower network. TFLOPS
and the SP-2 both have networks that o�er an order of
magnitude greater bandwidth than the Myrinet network in
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CplantTM. The 32-bit 33 MHz PCI bus on CplantTMnodes
limits the achievable bandwidth to approximately 70 MB/s,
and MPI communication benchmarks have typically mea-
sured bandwidth at 62 MB/s.

Figure 2 shows the time taken for CTHGEN to write
the restart �les on each platform. Each restart �les is ap-
proximately 2 MB. The time taken by CplantTMto write the
restart �les on only 64 nodes is nearly two hours, compared
to only 1.25 seconds on the DEC 8400 cluster. This was
a clear indication of a signi�cant problem with writing to
the NFS-mounted �le system on CplantTM. After further
investigation, we discovered a problem with the NFS pro-
tocol between CplantTM service nodes running Linux and
the NFS �leserver, a DEC AlphaServer 4100 running Tru64
UNIX. Compaq employs delayed writes in order to bundle
many NFS transactions per physical I/O request. Unfortu-
nately, the interaction between the Compaq implementa-
tion and current Linux (2.2.x) kernels introduces huge la-
tencies because the I/O request is not posted until a timer
expires. In the presence of read-ahead and write-behind
clients, the I/O request would be fully utilized and the re-
quest queued prior to timer expiration. Unfortunately with
Linux, which supports only version 2 NFS (with small, 8KB
payloads), multiple transactions are issued only in, what
for CplantTMamounts to a, special case. Even then, the
transaction payload does not appear large enough to avoid
waiting for the timer to expire. The latency introduced
per request slows observed I/O rates by one to two orders
of magnitude, depending on a tuning parameter in Tru64
UNIX.

Figure 3 shows the time to write the restart �les for
the other methods of performing disk I/O on CplantTM.
Writing to /tmp on the service node avoids using NFS,
but all I/O operations are serialized through a single yod
process. This method results in slightly better times. For
128 nodes, writing to NFS took a little more than 3 hours,
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while writing to /tmp took only 7.5 minutes. Using the
parallel independent I/O capabilities of the fyod servers
reduced the time needed to write the restart �les on 128
nodes to only 7.83 seconds. Clearly this is the preferred
method of doing disk I/O on CplantTM.
Figure 4 shows the time needed by CTH to read the

restart �les over NFS on the various platforms. Reading
via NFS on CplantTM does not exhibit the protocol prob-
lem that writing does, but it is still signi�cantly more than
the other platforms. At 256 nodes, the SP-2 takes 13.2
seconds, TFLOPS takes 42 seconds, and CplantTM takes
nearly 3 minutes. While we do not present data for the
other methods of disk I/O on CplantTM for reading the
restart �les in CTH, the performance improvement is sim-
ilar to that shown in writing the restart �les.
Figure 5 shows the compute performance of CTH on the
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di�erent platforms. The results are presented in grind time,
or the amount of CPU time necessary to complete all cal-
culations on a single cell for a single time step. The cal-
culations of grind time do not include CTH startup over-
head. CplantTM outperforms all of the other platforms.
This level of performance can be attributed mostly to the
superior oating-point performance of the Alpha processor
on CplantTM nodes.

While the compute performance is greater, CTH does
not scale as well on CplantTM as the other platforms. The
scaling eÆciency on 256 nodes is 88% for the SP-2, 87%
for TFLOPS, and 79% for CplantTM. However, given the
architecture, network performance, and cost of the various
platforms, the ability of CplantTM to compete with, and in
some cases outperform, the other platforms is encouraging.

V. Summary

Through exercising CTH calculations on CplantTM and
comparing the results with other large platforms, some I/O
features and performance bottlenecks of the cluster were re-
vealed. For example, writing data from compute nodes to
service nodes through NFS was found to be much, much
slower than reading, due to a protocol problem. The com-
pute performance of CplantTM is greater than the other
platforms, even out to 256 processors. We expect that im-
provements in processor performance and network band-
width of the latest commodity components will improve
the scaling performance of CTH and allow for greater uti-
lization on more than 256 processors. We also expect
that improvements in the I/O architecture of CplantTM will
greatly improve I/O performance and signi�cantly reduce
the turnaround time for jobs that manipulate large num-
bers of �les.

VI. Future Work

Although we described the ENFS �le system of
CplantTM, we have yet to measure the performance of CTH
using this capability. Early production tests with the ENFS
and the CTH I/O sub-system showed 38 MB/s delivered
on an older con�guration of I/O hardware. System bench-
marks at the time delivered 38 MB/s as well. Recent test-
ing with a new hardware con�guration of the I/O nodes
has shown 113MB/s, when writing. We hope to be able to
gather CTH results for this new I/O con�guration.
In October of 1999, Compaq Computer Corporation in-

stalled a 592-node CplantTM cluster at Sandia. Each com-
pute node in this new cluster is composed of a 500 MHz
Alpha 21264 processor, 2 MB of level-3 cache, 256 MB of
main memory, and a 64-bit 33 MHz Myrinet LANai 7 net-
work interface card. This machine achieved 247.6 GFLOPS
on the LINPACK benchmark, which would place it at num-
ber 40 on the November 1999 list of the Top 500 fastest
computers in the world had the results been submitted.
Previous results that were submitted placed it at number
44 in the list.
Compared to the 400-node Alpha 21164 cluster, this new

machine has increased compute performance, increased
peak memory bandwidth, increased network link band-
width, a di�erent topology, and more processors. Our
initial experience with these machines has shown a sig-
ni�cant increase in computation performance over the
CplantTMcluster discussed here. We expect to gather fur-
ther results for the CTH on this platform when the machine
is deployed into the Sandia production computing environ-
ment in the Spring of 2000.
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